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Abstract

Previous research on vocabulary learning has shown that non-native speakers of English benefit greatly from the direct learning of high-frequency vocabulary items. It is also known that increasing the depth of the learners' knowledge of high-frequency items is important. These findings suggest that simple L2-L1 vocabulary lists are insufficient. Instead, learners should be exposed to high-frequency items in a variety of forms and contexts, together with meaningful exemplar sentences that are also at an appropriate vocabulary level. In this paper, I present a novel vocabulary list and exemplar sentence generator that automatically creates an attractively formatted table of vocabulary learning items, pronunciation guides, and exemplar sentences at an appropriate learner level. The generator is highly customizable and the lists produced by the tool have already proved successful in a very large English program for students of science and engineering in Japan.

1. Introduction

Vocabulary instruction has traditionally been a central component of English language courses. In recent years, with new tests of vocabulary knowledge and the creation of large corpora of general and specialized English, our understanding of vocabulary and its importance in English as a Foreign Language (EFL) instruction has increased dramatically. Today, applied linguists know much more about what vocabulary items are important to learn and how vocabulary items at different frequency levels should be taught. On the other hand, implementing these ideas in a real-world EFL program has proven to be more problematic. For example, although it is now clear that students can be successfully taught high-frequency vocabulary items using a direct approach [1], providing a contextual link between such lists of high-frequency words and other learner materials...
can be challenging. Also, it can be assumed that learners require a greater depth of knowledge of high-frequency words than they do for low frequency words. This implies that they are exposed to high-frequency words in varying forms (i.e., inflections and derivations) and contexts. Again, however, providing suitable materials that develop vocabulary depth can be difficult.

In this paper, I will first briefly review the current theories on vocabulary learning and discuss the importance of high-frequency vocabulary items. Next, I will present a novel tool for creating vocabulary materials that addresses the current challenges facing EFL materials developers. The system presented here takes as input a pre-defined list of vocabulary items, an upper bound of the user's general vocabulary level, and a set of electronically stored course texts that serve as a source of exemplar sentences. Usually, the pre-defined vocabulary lists will be composed of high frequency general words that are selected from traditional vocabulary resources or generated dynamically using corpus tools. However, the lists might also be more specialized, such as lists of technical vocabulary used in specialist disciplines. The upper of bound of the user’s general vocabulary, on the other hand, will be defined based on known research estimates or measured using a standard vocabulary level test.

Using this input, the tool then automatically identifies which target items appear in the course texts and presents these in an attractively formatted table together with frequency-level information, pronunciation guides, and carefully selected exemplar sentences from the course materials that are matched to the user's general vocabulary level.

The tool has already been successfully applied in the creation of vocabulary lists for a very large English program for students of science and engineering in Japan. A brief overview of the program will be given and the vocabulary lists created by the tool will be discussed. Finally, possible improvements to the tool will be suggested.

2. Review of Literature on Vocabulary Learning

Early studies on the vocabulary size of native speakers suggested that adult native speakers have at their disposal a huge amount of vocabulary that would be almost impossible for foreign language learners to acquire (for a review of this research, see [2]). However, when researchers began investigating the size of native speakers' vocabulary knowledge more exactly, a surprising result was found. Nation [1], for example, showed that native speakers typically learn only 1000 word families each year of their life. In this work, Nation defined a word family as a base word (e.g. "organize") together with its inflections and close derivations (e.g., "organizing," "organized," "organization"). Nation's estimate was also supported by Beck and McKeown [3], who calculated that children aged five to six know only around 2500 to 5000 words. From these results, Waring and Nation [4] estimated that a typical university graduate would know around 20,000 word families. This is, of course, much smaller than the number of words in a typical dictionary. For example, Webster's 3rd International Dictionary contains around 54,000 word families [4].

Similar research has also been carried out to determine the typical vocabulary size of non-native speakers of English. In the same paper as above, Nation & Waring [4] reported that many adult learners of English as a foreign language know less than 5000 word families. A more recent study by Chujo [5] also suggests a similar figure, with Japanese university students demonstrating a knowledge of only around 3000 to 5000 words. In addition, researchers have also identified a problem in the complexity level of vocabulary items that EFL learners have typically acquired. Rather than acquiring the most frequent words used by native speakers, many non-native learners of English have been shown to have acquired some very low-frequency words that they are unlikely to encounter in real-life situations [6]. One reason for this is perhaps the wash-back effect on high school education programs of university entrance exams.
that tend to include very difficult English reading passages [6].

The importance of high-frequency words over low frequency words is clearly revealed when the relationship between frequency and coverage is plotted. Table 1 and Figure 1 show the coverage of the most frequent words in the Brown Corpus plotted for the top five 1000-word levels [7]. The results show that knowledge of the first 1000 words will give learners a coverage of 72% of all the words in the corpus. Knowing an additional 1000 words, on the other hand, will only improve that coverage by 7.7%, and a further 1000 words, will only improve on that by 4.3%. Clearly, if a non-native speaker hopes to understand English, knowledge of the most frequent words is essential.

Table 1. Relationship between Vocabulary Size and Coverage in the Brown Corpus

<table>
<thead>
<tr>
<th>Vocabulary Level</th>
<th>Coverage (%)</th>
<th>Cumulative Coverage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>72</td>
<td>72</td>
</tr>
<tr>
<td>2000</td>
<td>7.7</td>
<td>80</td>
</tr>
<tr>
<td>3000</td>
<td>4.3</td>
<td>84</td>
</tr>
<tr>
<td>4000</td>
<td>2.8</td>
<td>87</td>
</tr>
<tr>
<td>5000</td>
<td>1.9</td>
<td>89</td>
</tr>
</tbody>
</table>

Figure 1. Relationship between Vocabulary Size and Coverage in the Brown Corpus

What is not clear from Table 1 or Figure 1 is how many frequent words a learner would need to comprehend a text without support materials, such as dictionaries, glossaries, or native-speaker informants, assuming that some words could be understood through context. However, this question was investigated by Laufer [8], who found that a coverage of 95% of the running words was needed. Later, research by Nation [1], suggested that this value may even be as high as 98%. Of course, not all the words resulting in a 95% or 98% coverage will have a high frequency; highly specialized texts in science and engineering, for example, are likely to include many words that have a low frequency in general English. Nevertheless, the importance of exposing learners to high-frequency words is clearly a beneficial first step to achieving this 95% or 98% coverage level.

A related issue is the kind of information learners should be expected to know about vocabulary at different frequency levels. Nation [1:27] lists multiple facets of vocabulary knowledge that can be important. These are the sound of the word, its written form, its constitute word parts, its core meaning, the concepts it is associated with, other words associated with it, the grammar patterns that it is likely to appear in, the words it is likely to co-occur with, and the registers and genres that the word is likely to be used in. When combined, these facets serve as a measure of vocabulary depth (in contrast to the sheer number of words known, which is usually referred to as breadth). Other researchers have investigated the relationship between depth and breadth and there is evidence to suggest that the two are highly correlated (e.g., [9], [10]).

Although several researchers (e.g., [11-13]) have argued that English has a monosemic bias, i.e., words have a single, fundamental meaning, it is clear that the depth of knowledge needed to fully 'know' a word will still be related to the word’s frequency level. High-frequency words, for example, almost by definition, will occur in more varied contexts, have more concepts associated with them, and be used in a greater number of registers and genres than low frequency words. There is also a strong argument that high-frequency words will exhibit multiple core meanings. A simple example is the very high-frequency word "bank," which can refer to an establishment that stores peoples savings or the side of a river. It can appear as a noun or a verb, and will be a frequent term in both academic and non-academic texts. In contrast, the very low frequency word "supermacroporous" is likely to
only occur as an adjective and appear only in the narrow genre of academic research papers in the field of materials science.

The examples of "bank" and "supermacroporous" strongly demonstrate that learners will generally require a greater depth of knowledge to master high-frequency words and a greater breadth of knowledge if they hope to master low frequency words of many varying disciplines, genres, and registers.

A separate strand of research has focused on the best way for learners to acquire both high- and low-frequency vocabulary items. Contrary to beliefs among some teachers, research has shown that a direct approach can be successful, especially when dealing with high-frequency words (e.g., [1], [16]). However, this does not imply that direct approaches are the only approach that should be used. On the contrary, Nation [1] clearly states that both direct and indirect approaches should be seen as complimentary. Also, he argues that direct approaches should only account for a small percentage (25%) of the time allocated to the vocabulary component of a language program. Also, as the need to learn increasingly less frequent words, such as technical vocabulary in science and engineering, arrives, the use of incidental learning approaches becomes preferred.

The above review of literature suggests several key features of a successful vocabulary program that are relevant to the current study: 1) it should provide students with materials to help them master the most frequent words of English through both direct and incidental learning methods, 2) it should provide learners with information to develop their depth of knowledge of high-frequency vocabulary items, and 3) the materials should facilitate both direct and incidental learning approaches. One final point is that vocabulary learning is only one component of an effective language program. Therefore, the time necessary to generate vocabulary lists should be minimized to allow teachers to focus on other aspects of teaching preparation.

This leads to the following question: Is it possible to automate the creation of effective lists for the learning of high-frequency vocabulary items that lend themselves to direct teaching approaches whilst also providing suitable information to improve vocabulary depth knowledge acquired through both direct and indirect learning approaches. In the following section, I introduce AntLister, a novel, automated, vocabulary list and exemplar sentence generator that demonstrates that such a vocabulary list creation tool can be developed with today's computer hardware and software.

3. Design and Development of AntLister

AntLister is a software tool designed to automatically create vocabulary lists and exemplar sentences. The software is built using the Perl 5.14 programming language and runs on the command line of a Windows operating system. For a specified target word, the tool is programmed to generate the following information: a) a numbered index used for in-class instruction, and review purposes, b) the target word itself, c) an IPA pronunciation guide, d) an L1 translation, e) the position of the first occurrence of the word in a set of EFL course materials, f) the frequency level of the word, g) one or more exemplar sentences from the source materials that demonstrate varying uses of the word, and g) one or more exemplar sentences from an alternative reference source.

To automatically generate an appropriate IPA pronunciation guide, the Carnegie Mellon University Pronouncing Dictionary is utilized [17]. This is an electronic dictionary of 125,000 words, each with an Arpabet phonetic transcription code [18]. Arpabet is a phonetic transcription code developed by the Advanced Research Projects Agency (ARPA) in the 1970s for use in speech recognition systems, where each phoneme is represented by a distinct sequence of ASCII characters, e.g., green (G R IY N), she (SH IY), and yield (Y IY L D). By programming a simple mapping from the Arpabet phonetic transcription code to IPA symbols, an automated IPA pronunciation guide could be created.

To provide an automated L1 (Japanese) translation of the target word, data from the EDICT (Japanese/English Dictionary Project) is utilized [19]. In cases where multiple L1 translations are possible, the first word in the list dictionary entry is provided. However, in some cases no direct L1
translation is available and in these cases the entry is left blank.

To identify the first occurrence of the target word in the EFL course materials, an electronic version of the materials is stored on disk with each unit of the materials saved as a separate file. Then, a simple software scan reveals in which file, and hence in which unit, the target word appears.

The creation of a set of exemplar sentences highlighting varying inflections and near-derivations of the target word is achieved in a pipe-line process. First, 16 baseword lists created by Paul Nation [20] are inputted into the system. These consist of the most frequent 16,000 word families in the British National Corpus grouped under head words and composed of a set of 'family members,' which correspond to inflections and near-derivations of the head word. For each target word, all baseword lists are searched and the associated family members of the target word extracted. Next, the system searches in the supplied course materials to find the first occurrence of each family member together with its surrounding context (i.e., the sentence in which it occurred). If no occurrence is found, the family member is deleted. Similarly, the system also searches for 'hit' sentences in a reference corpus from the specialist subject of the learners. This results in the final exemplar sentences containing useful specialist-subject words that can be learned incidentally while learners examine the usage of the target words.

Next, all 'hit' sentences are subject to a high-pass filter that evaluates their vocabulary difficulty level by comparison with a pre-defined user vocabulary level. If the sentences contain less than a pre-defined coverage level of words assumed to be known by the user (e.g., 95%), they are removed. Finally, the remaining exemplar sentences are randomized and a predefined number of them added to the vocabulary list. If the remaining sentences contain words that highly collocate with the target word, these collocating words are also marked.

To present the results to the user in an easy-to-understand format, the resulting information is combined into a dynamically created HTML formatted documented (and associated CSS style sheet) and output to a Web browser display for viewing. For distribution to learners, the HTML document can then be saved as a PDF file.

4. Results and Discussion

An example output from AntLister is shown in Figure 2. Note that in this case, no L1 translation has been included. Also, note that two sources of exemplar sentences have been incorporated; Ex. 1 and Ex. 2 refer to examples from course materials, whereas BNC3 and BNC4 refer to examples taken from a secondary source, i.e., the science section of the British National Corpus.

The table of vocabulary and exemplar sentences created by AntLister is created in a completely automated fashion. Not surprisingly, therefore, some of the information in the table can be

![Figure 2. Output from AntLister for the words "entertain" and "fact"](image-url)
problematic. One of the early problems was creating an acceptable IPA conversion. A one-to-one conversion of Arpabet phonetic transcription codes to IPA symbols was unacceptable. Following the advice of an experienced phonetician, the solution was to map codes and in some cases code-sequences directly to IPA symbols.

Another problem was the selection of suitably meaningful exemplar sentences. If the required coverage percentage was set at 98% or above, following the research findings of Nation (2001), the high-pass filter tended to remove sentences that provided contextual information and details. The result was sentences that were easy to read but rather abstract. On the other hand, if the coverage percentage was set lower, e.g., below 95%, the remaining sentences would become meaningful but overly complex. The impact of the coverage parameter is shown in Table 2. Based on preliminary experiments, a filter setting of 95% was set as the default.

Table 2. Impact of coverage percentage setting on the AntLister high-pass filter sentence selector

<table>
<thead>
<tr>
<th>Coverage setting</th>
<th>Resulting sentences from AntLister</th>
</tr>
</thead>
<tbody>
<tr>
<td>90%</td>
<td>Additionally, the offline manager must respond to any mail sent regarding failures or unavailability of media items or units.</td>
</tr>
<tr>
<td>95%</td>
<td>If the information is preserved, it will be in an effort to guarantee its availability in case of legal dispute.</td>
</tr>
<tr>
<td>98%</td>
<td>Attendance at lectures does not appear to be affected by the availability of outline notes.</td>
</tr>
<tr>
<td>99%</td>
<td>Firstly, it is not clear that data are unavailable for some of the countries.</td>
</tr>
</tbody>
</table>

To test AntLister in a real-world environment, the tool was used to create vocabulary lists for two required first-year courses in the Waseda University CELESE English program for scientists and engineers. Details of the CELESE English program can be found elsewhere [21], but it is important to note that the program is a very large-scale English program serving 10,000 undergraduate and graduate students in Japan. All first-year students (approx. 2000 in total) are required to study courses in Communication Strategies and Academic Listening Comprehension. Both courses extend across two semesters and have an important vocabulary component. Generally, both courses require that students develop their vocabulary knowledge outside of the classroom as part of a self-study component. On the other hand, some teachers of the courses include explicit vocabulary instruction in class. Therefore, the vocabulary materials needed to be flexible enough to facilitate both teacher-led and self-study learning approaches. Due to the extensive time it would take to develop vocabulary lists for these two courses, the CELESE program designers felt this would be ideal testing ground for AntLister. The full set of materials created for the program can be downloaded at the following website: http://www.celese.sci.waseda.ac.jp.

To date there has been no controlled study to measure the effectiveness of the automatically created vocabulary lists over traditional textbook or handmade lists. However, several indirect indicators of its success in the CELESE program are available. First, since introducing vocabulary through these automated lists, students in both courses have shown increasing gains on standardized tests, including the TOEIC, as shown in Figure 3. These results suggest not only that students are using the lists successfully, but also that they are incidentally learning other important but lower-frequency specialist-subject words that are contained in the exemplar sentences.

Figure 3. Performance Gains on TOEIC for First-Year Students at CELESE (2007 to 2011).

Second, while teachers tend to dismiss automated approaches to materials development,
no complaints have been voiced by either the full-time or part-time faculty at CELESE regarding the vocabulary lists automatically created by AntLister. On the contrary, the success of the lists created for use in first-year courses has led to the creation of similar lists for 3rd- and 4th-year elective courses in technical writing and presentation.

Despite the positive results of the AntLister vocabulary lists, there are many areas for improvement. First, the lists do not always include the most meaningful examples. Clearly, there is a strong relationship between lexical richness and sentence detail, as shown by the sentences in Table 2. Therefore, the challenge is to identify sentences with a low level of vocabulary complexity but a high level of concreteness. Another problem is that each auto-generated vocabulary list entry can take several minutes to generate depending on the number of source materials that need to be searched. In the case of the CELESE materials, a complete list required several hours of processing time. Although this is still many times faster than an equivalent human process, a faster algorithm is certainly desirable. Finally, the current system runs on the command line of a Windows operating system. For wider applicability, the software needs to be compiled to run as a multiplatform, single-file executable with an intuitively-designed user interface.

5. Conclusion

This paper has presented a novel approach to the automatic creation of vocabulary lists for use in English as a Foreign Language (EFL) classroom contexts. The approach used here relies on a combination of online sources, including an English pronunciation dictionary, an English-Japanese translation dictionary, and a source of sentences that demonstrate target word usage in a variety of contexts. It also relies on a programming script that implements a set of filters to carefully select exemplar sentences that fulfill a set of 'good exemplar' criteria suggested by research. The approach has been applied in the creation of vocabulary lists for required and elective courses in the Waseda University CELESE English program for scientists and engineers, and teacher comments and student performance gains suggest that the approach is effective. However, there are still many improvements that can be made to the software, and a controlled study to measure the tool’s effectiveness over traditional hand-created lists is needed. This is the aim of future work.
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